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abstRact
IntroductIon: Dictation of scientific articles has been rec-
ognised as an efficient method for producing high-quality, 
first article drafts. However, standardised transcription ser-
vice by a secretary may not be available for all researchers 
and voice recognition software (VRS) may therefore be an 
alternative. The purpose of this study was to evaluate the 
out-of-the-box accuracy of VRS. 
Methods: Eleven young researchers without dictation ex-
perience dictated the first draft of their own scientific art-
icle after thorough preparation according to a pre-defined 
schedule. The dictate transcribed by VRS was compared 
with the same dictate transcribed by an experienced re-
search secretary, and the effect of adding words to the vo-
cabulary of the VRS was investigated. The number of errors 
per hundred words was used as outcome. Furthermore, 
three experienced researchers assessed the subjective 
readability using a Likert scale (0-10). Dragon Nuance Pre-
mium version 12.5 was used as VRS.
results: The median number of errors per hundred words 
was 18 (range 8.5-24.3), which improved when 15,000 
words were added to the vocabulary. Subjective readability 
assessment showed that the texts were understandable 
with a median score of five (range 3-9), which was im-
proved with the addition of 5,000 words. 
conclusIon: The out-of-the-box performance of VRS was 
acceptable and improved after additional words were add-
ed. Further studies are needed to investigate the effect of 
additional software accuracy training.
FundIng: not relevant. 
trIal regIstratIon: not relevant.

Use of dictation for the writing of scientific articles is an 
effective method and may reduce the risk of writer’s 
block. Using this method helps researchers create manu-
scripts of an initial high quality with a suitable language 
complexity, even when the method is used by inexperi-
enced writers [1]. With thorough preparation, research-
ers may gain increased confidence in their writing skills 
owing to a positive writing experience, in some cases 
characterised by a feeling of flow [2]. However, a con-
siderable amount of time is needed for preparation to 
achieve the full overview of the contents of the article 
that allows the author to dictate the first draft. Using 
the mind-to-paper method, which includes thorough 

preparation through the production of a detailed out-
line, dictating the manuscript in 4-5 hours is feasible, 
even for researchers with no or limited experience [1].   

When using dictation for scientific writing, an  
efficient and reliable transcription method is needed. 
However, many researchers may not have access to tran-
scription assistance from a secretary, and therefore voice 
recognition software (VRS) may be a feasible option. 
Physicians’ use of VRS for dictation has been investigated 
in a variety of clinical scenarios [3-10]. However, VRS has 
not been evaluated for dictation of scientific articles.

The purpose of this study was to evaluate the out-
of-the-box accuracy of a VRS for dictation of scientific 
articles. Moreover, we evaluated the effect of adding 
additional topic-specific words to the vocabulary of the 
software.

mEthOds
This study evaluated the first manuscript drafts of art-
icles dictated by 11 young researchers (medical stu-
dents, PhD students and research nurses) with no pre-
vious dictation experience. All manuscripts were for 
original English language articles investigating health sci-
ence topics. The dictation was based on a detailed 
manu script outline prepared during a 1-month period 
prior to the dictation [1]. The manuscript outline was 
prepared in cooperation with the researcher’s supervi-
sor to ensure an optimal preparation. None of the re-
searchers had started writing the manuscript or used a 
premade study protocol for dictation. Thorough prep-
aration gives the researcher full overview of the con-
tents of the article, which is necessary to dictate the first 
draft. This method has previously been shown to be ef-
fective and to produce manuscripts of a high initial qual-
ity [1]. For dictation, the researchers used a dictation de-
vice such as an iPhone (Apple, California, USA) with a 
dictation application allowing them to record an audio 
file. Next, the file was transcribed by the VRS. As VRS, 
we used Dragon Nuance Premium version 12.5 (Nuance 
Communications Inc., Burlington, MA, USA). To evaluate 
the accuracy of VRS and the readability of the tran-
scribed manuscripts, the quality of transcripts was com-
pared with that of an experienced research secretary 
which we used as gold standard. The secretary in ques-
tion has 45 years of experience transcribing scientific 
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FigURE 1

Number of errors (medians and inter-
quartile ranges) per 100 words using 
voice recognition software – total and 
different subtypes.
a) Overall comparison (Friedman’s test)
b) Individual comparison (Wilcoxon 
signed-rank test). 
c) p-value could not be calculated, due 
to no difference in the data. 
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art icles. Thus, in our experience, the transcripts done by 
the research secretary are almost without errors, and 
are therefore considered optimal transcripts.

Apart from the mandatory set-up of a user profile in 
the VRS, no additional training was performed. Thus, 
this study compared the out-of-the-box accuracy of the 
software with the accuracy of an experienced secretary. 
The following VRS settings were used: age group 22-54 
years, United Kingdom as region, accent as standard, 
source as handheld or smartphone with recording appli-
cation, and speech model as BestMatch V. The introduc-
tory sections of the articles were transcribed using both 
transcription modalities and the transcripts were then 
compared. 

To test the accuracy of adding additional topic- 
specific words to the software vocabulary, five conse-
cutive transcripts using the VRS were carried out with  
0 (baseline), 5,000, 10,000, 15,000, and 20,000 words 
scanned by the software using the “learn from specific 
document”-wizard. These words were extracted from 
relevant topic-specific articles provided by the research-
ers. Typically, the introduction sections of these articles 
were used. All five transcripts were compared with the 
gold standard to evaluate the effect of number of added 
words on the quality of the VRS transcript.

The accuracy of the VRS was measured by the total 
number of errors per 100 words compared with the gold 
standard. These errors were subdivided into the follow-
ing:

– Hyphen or two words, e.g. world wide versus world-
wide

– Medical terms, e.g. hysterectomy versus hysterical 
– Numbers, e.g. two versus 2
– Name, e.g. Jones versus Joe has
– Signs or punctuation marks: Signs, e.g.  “–/.” versus 

hyphen/period. Punctuations, e.g. “,” instead of “.” 
– Other.

Three experienced researchers performed a subjective 
qualitative assessment of the transcripts. This was done 
using a readability score (Likert scale 0-10) for measur-
ing the degree of ability to understand the meaning of 
the text. The following three intervals considering the 
degree of meaning were created: 0-3: limited (difficult 
to grasp), 4-6: moderate (the essential part of the text 
understood with some uncertain details), 7-10: high 
(easy to understand without any disturbing errors). The 
assessors were blinded for author, title and number of 
added words to the VRS vocabulary; and the assessment 

FigURE 2
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Qualitative score (medians and inter-
quartile ranges) of transcripts using 
voice recognition software – pooled 
data and data for each assessor.
a) Overall comparison (Friedman’s test).
b) Individual comparison (Wilcoxon 
signed-rank test).
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order of transcripts was randomized. Thus, the assessor 
did not know the number of added words.

Using Q-Q-plots, histograms and the Kolmogorov-
Smirnov test, we found that the number of errors per 
100 words and the quality assessment by Likert scale 
were not normally distributed. Given the dependent  
nature of data and the repeated measures design, 
Friedman’s test was used to evaluate the overall effect 
of added words, and significant values would indicate an 
increase or a decrease with an increasing number of 
added words. The Wilcoxon signed-rank test was used 
to compare the individual number of added words ver-
sus the baseline, but only when p < 0.05 in the Friedman 
analysis of the parameter in question. This was done to 
investigate the minimum number of words necessary to 
obtain an effect. The median number of errors and the 
median quality score as a result of number of added 
words are shown in Figure 1 and Figure 2, respectively. 
Interclass correlation coefficiency (ICC) was used to 
evalu ate the degree of inter-observer variation between 
the three assessors (absolute agreement, two-way 
mixed model). ICC can be arbitrarily divided into the fol-
lowing categories: poor (< 0.00), slight (0.00-0.20), fair 
(0.21-0.40), moderate (0.41-0.60), substantial (0.61-
0.80), and almost perfect (0.81-1.00) [11]. SPSS version 
20 (SPSS Inc., Chicago, Illinois, USA) was used, and a  
p-value < 0.05 was considered statistically significant. 
Informed consent from the participants was obtained 
prior to the study. The study was exempt from ethical 
committee approval according to Danish law since it was 
not considered biomedical research, and no additional 
approvals were needed. 

Trial registration: not relevant.

REsUlts
All eleven researchers completed dictation of a full art-
icle in one day despite having no previous experience 
with dictation. The median number of words for the 
ana lysed introduction section was 289 (range 148-548 
words).

The quantitative analysis showed that the median 
number of errors per hundred words was 18 (range  
8.5-24.3 words) at baseline. This number of errors was 
reduced as words were added to the vocabulary. Indi-
vidual comparisons pointed at 15,000 words as the min-
imum number of words needed (Figure 1). The majority 
of the errors were in the “name”-category followed by 
“other” and “hyphen”-category, whereas only few errors 
were found in the remaining categories (Figure 1).

For the qualitative analysis, there was moderate 
agreement between the observers for all levels of added 
words (table 1). The texts generally had acceptable 
meaning with a median Likert score of 5 (3-9), which im-

proved after adding words. Here, individual comparisons 
pointed to 5,000 words as the minimum number of 
words needed (Figure 2).

discUssiOn
The out-of-the-box quality of scientific articles dictated 
using Dragon Nuance Premium VRS had a median accur-
acy of 18 errors per 100 words compared with an experi-
enced secretary whose transcription was used as gold 
standard. Adding of topic-specific words to the vocabu-
lary improved the accuracy by reducing the number of 
errors and improving the quality rating. 

Other studies have compared the use of VRS with 
secretaries for clinical transcriptions. Experience from an 
outpatient clinic found that the use of VRS reduced the 
turnaround time (time from dictation to written note) 
[4]. The use of VRS for radiology reports reduced the 
turnaround time, was more cost-effective and reduced 
the number of spelling errors [7]. In contrast, the use of 
VRS for pathology reports was less accurate and more 
time-consuming for the physicians than use of standard 
secretary service [3]. VRS for clinical notes in an emer-
gency department was nearly as accurate as secretary 
service, more cost-effective and had a shorter turn-
around time [8]. However, a randomised controlled trial 
in a psychiatry and an endocrinology department com-
paring software and standard transcription showed no 
increase in productivity [6].

A study comparing Dragon Nuance VRS with two 
other software products found that the out-of-the-box 
accuracy was lower for Dragon Nuance than for the  
other 2 products [12]. However, the study was published 
in 2000, and the software has been upgraded repeatedly 
since then. It is therefore not possible to draw valid con-
clusions from that study regarding the software avail-
able today.

This study is the first to evaluate the use of VRS for 
dictation of scientific articles. A limitation may be that 
the scale used for the qualitative assessment was not 
validated. The out-of-the-box accuracy of the evaluated 
VRS was not optimal. However, most of the errors were 

tablE 1

Interclass correlation coefficiency (ICC) for the three assessors at each 
level.

icc valuea

Baseline 0.492 

5,000 words 0.496

10,000 words 0.558

15,000 words 0.577

20,000 words 0.507

a) 1 = perfect agreement; 0 = no agreement at all.
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minor, did not disturb the overall meaning, and could 
easily be corrected afterwards. Nevertheless, most  
errors were misspelling of names, which may cause the 
readers of the text to misunderstand its meaning. The 
author, who has overview of all cited names, can easily 
correct these errors. 

In our research department, we use the VRS as a 
standard tool to produce transcriptions of scientific art-
icles of a high initial accuracy. However, this may require 
a considerable amount of training with the VRS. In our 
experience, this VRS program for transcription of dic-
tated scientific articles may become completely error-
free through additional training of the program. This was 
not tested in the present study and may be the subject 
for a future study. A study evaluating 1 month’s use and 
training of VRS in a clinical department found that this 
was insufficient to achieve complete accuracy [5]. How-
ever, this was for clinical use and not for dictation of sci-
entific articles, and it was unclear how the training was 
performed in the study. For dictation of scientific art-
icles, VRS may be a feasible option since a secretary ser-
vice is not available in many research departments. 
Moreover, this study evaluated the use of VRS in non-
native English researchers dictating in English language. 
Thus, the transcript may have been more accurate if the 
authors had been native English speakers. Lastly, using 
non-validated scales, a statistically significant difference 
as found in the present study may not necessarily trans-
late into a practically important difference. However, 
statistical testing was used as a tool to quantify the ef-
fect of the number of added words. 

cOnclUsiOn
We found that transcription of dictated scientific articles 
using Dragon Nuance Premium voice recognition soft-
ware had an acceptable out-of-the-box performance. 
Adding 15,000 and 5,000 words to the vocabulary re-
duced the number of errors and improved subjective as-
sessment. Future studies may investigate the effect of 
additional voice training for accuracy improvement. 
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